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Abstract 
Kubernetes is one of the most widely recognized and convenient open sources for deploying 

and orchestrating containerized applications. However, Kubernetes enforces resource 

limitations and employs scheduling mechanisms that only consider CPU and memory but also 

overlook network considerations. As a result, network fair sharing among pods and applications 

cannot be maintained. It may lead to congestion problems when workloads critically depend on 

network resources. Therefore, in this paper, we propose workflow-based recovery solutions 

for addressing network congestion problems in Kubernetes environments. Workflow-based 

recovery works incorporated with machine learning-based network congestion predictions to 

enable proactive recovery from predicted results. The remediation process is firmed into 

workflow and automatically performs recovering action following defined logic. In this study, 

two basic recovery workflows, P2P_congested and N2N_congested, are presented to address 

network congestion at the service level and node level. 

 

Ⅰ. INTRODUCTION 

Utilizing containerization empowers IT development 

teams to operate fast, deploy highly efficient software, 

and manage operations at an unprecedented scale. 

Simultaneously, managing large-scale applications 

deployed in the cloud poses a significant challenge for 

many organizations due to the escalating complexity of 

enterprise computing requirements [1-2]. To tackle 

these challenges, sophisticated automation and 

orchestration platforms have been developed. 

Currently, Kubernetes [3] stands out as a widely 

recognized and convenient tool for deploying and 

orchestrating container systems composed of diverse 

components. Deploying a service platform involves the 

sequential configuration of each service, demanding 

careful coordination of internal and external resources.  

In Kubernetes, Pods serve as the smallest deployable 

entities that can be created and managed on the 

physical nodes. A pod is essentially a collection of one 

or more containers (e.g., Docker containers) operating 

on the same node, sharing underlying resources such 

as CPU, memory, and network. Whether within a public 

or private cloud infrastructure, the shared utilization of 

resources among various workloads enhances the 

efficiency of the physical infrastructure, ultimately 

reducing operational costs. However, multiple 

workloads on the same server can lead to performance 

interference due to competition for shared resources. 

 Kubernetes incorporates resource limitation and 

resource-aware scheduling for CPU and memory, 

enabling the Kubernetes scheduler to identify nodes 

with sufficient available resources for pod placement. 

However, Kubernetes does not manage the network 

setup for communication between pods. It adopts a 

plug-in architecture for networking utilizing a variety 

of projects (such as Calico [4] and Cilium [5]) 

supporting a wide variety of networking needs. 

Consequently, it lacks built-in support for network 

management solutions. Without network considerations, 

we cannot maintain a fair network share among pods 

with the same priority. Ensuring network quality, 

allocating bandwidth to specific pod networks, and 

addressing storage I/O-intensive workloads cannot be 

guaranteed. As a result, the workload may suffer sub-

optimal performance when contending for the network, 

especially leading to congestion in clusters. 

To address network congestion issues, we propose a 

workflow-based recovery for network congestion in 

Kubernetes environments. In this approach, a 

workflow-based recovery module is developed in 

integration with other modules, such as machine 

learning-based network congestion predictions and 

root cause analysis to predict congestion situations of 

the system and then predict the root cause of the 

problem and send it to the recovery module. This study 

automatically performs the recovery process by 

declaring workflow incorporation with other system 

APIs to perform recovery action.  Istio [6] service 

mesh is leveraged to collect more service metrics, and 

it also does recovery action at the service level and is 

flexible in system upgrades to large-scale. The details 

of system architecture will be presented in the 

following section. 

Ⅱ. PROPOSAL SYSTEM PROCEDURE 

 In this section, we discuss the main architecture of 

workflow recovery approaches proposed for handling 

network congestion in the Kubernetes environment. 

The overview of the workflow-based recovery system 

procedure is illustrated in Figure 1.  
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As shown in Figure 1, Kubernetes-based infrastructure 

is monitored by several monitoring agents to get 

network metrics. In this proposal, we used Istio to 

collect network metrics data of service level from 

containerized applications. Istio also makes it possible 

to handle the system on a large scale, and further 

requirements, such as traffic limiting and access control, 

will be integrated into a workflow-based recovery 

module to define and execute the remediation action to 

avoid network congestion. Network metrics from cloud 

infrastructure, then streaming to Network Congestion 

Prediction for predicting congestion status.  

The main part of our proposal is a workflow-based 

recovery module, which consumes results from the 

network congestion predictions module to determine 

which action needs to be performed to recover the 

system from congestion status to normal status and 

guarantee network quality for service. The logic of 

workflow processing is declarative, making it flexible 

and efficient to adapt to system changes and upgrades. 

In this initial proposal, we consider two main recovery 

workflows, P2P_congested and N2N_congested, for the 

workflow mapping part. In particular, P2P_congested 

responsibilities for handling network congested from 

pod to pod level, in which one pod can consume higher 

traffic and affect network quality in the cluster and 

service quality. Istio service mesh is combined in this 

workflow’s type to handle congestion status by several 

recovery actions such as traffic limiting and breaking 

by the circuit breaker.  In N2N_congested, node 

network congestion is considered, in which network 

communication from node to node is the root cause, 

such as delay in the network interface of the Linux host. 

N2N_congested will trigger kubeAPI to inform network 

congestion problems in nodes (worker nodes), and then 

the congested node can be replaced or restarted to 

mitigate the congested situation. Also, consider 

migrating/scaling services from a congested node to 

another node to ensure service quality. 

IV. CONCLUSION 

In this paper, we present a new approach for recovering 

network congestion in Kubernetes environments. We 

provide system procedures with two types of recovery 

workflow, P2P_congested and N2N_congested, for 

handling network congestion at the pod and node levels. 

Istio service mesh is leveraged to get network metrics 

and perform remediation action in congested situations. 

With this approach, the recovery process can 

automatically be executed and incorporated with 

prediction modules. Recovery’s logic can be defined in 

a declarative way, making it flexible with system 

changes and easy to configure. In the future, we will 

research efficiency recovery’s logic for two proposed 

workflows and create other workflows to cover system 

availability in network congestion problems fully, then 

implement the proposed solutions. 
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